
NLR Dynamic VLAN Services & the Sherpa 
Provisioning Tool



What is the Dynamic VLAN Service for?!

• NLR Users who need direct control of VLANs in the NLR FrameNet domain

• frequent topology changes

• bandwidth changes

• short-term projects

• Used to provide a fast user-controlled interface to circuit creation, not as a research 
project in itself



How is the Dynamic VLAN Service Operated?

• NLR’s Dynamic VLAN Service uses a tool developed by the Global NOC at Indiana 
University called Sherpa

• Dynamic VLANs created using this tool are given the same production-level support 
as static VLANs by the NLR NOC



Interoperability/Compatibility with Other Software

• Sherpa API interface allows for flexible interconnection with others

• Translation utilities might be needed to communicate circuit requests & information 
queries between other software & the Sherpa API



Sherpa’s “Workgroup” Model

• Workgroups are defined as a set of accounts with the same level of access to a pre-
defined set of ports (usually user ports) on FrameNet.

• Workgroups usually map to projects

• Individuals can have choose from multiple workgroups in the interface if they have 
access to multiple workgroups



Interfaces to Sherpa for the Dynamic VLAN Service 

• 2 interfaces into the Sherpa tool:

• web-based interface: a point-and click interface based on the Realtime Atlas for 
direct user provisioning of VLANs

• API: same API used by the web-based interface can be accessed directly by other 
inter-domain provisioning tools or scripted



Main Web-based 
Interface

•After login & workgroup 
selection

•Can choose:

• Add VLAN

•Edit/View Existing VLANs

•Review History

•Reserve VLAN IDs



Provisioning Interface (Step 1 of 6 )

1.Select Bandwidth

2.Choose 
description users & 
NOC will see

3.choose tag #

4.choose main 
contact for VLAN



Provisioning Interface (Step 2 of 6 )

•Select First 
endpoint

•click node, then 
choose interface



Provisioning Interface (Step 3 of 6 )

•Select Second 
endpoint

•click node, then 
choose interface



Provisioning Interface (Step 4 of 6 )

•Path Selection

•Click links, or 
select shortest 
path button

•Links without 
sufficient available 
bandwidth are 
grayed out and 
unavailable



Provisioning Interface (Step 5 of 6 )

•Root Bridge 
Selection

•Mostly for 
Multipoint Use



Provisioning Interface (Step 6 of 6 )

•Final preview

•Clicking causes 
immediate 
provisioning



Existing VLAN 
View/Edit

•After logging 
in,selecting 
workgroup, and 
selecting existing 
VLAN from list

•Shows Topology, 
bandwidth, tag, 
etc



Existing VLAN 
View/Edit: live 

•selecting “Look 
at live VLAN 
Atlas” button

•shows custom 
Atlas 
weathermap for 
just one VLAN



Existing VLAN View/Edit: Spanning Tree Map

•selecting “Look at 
live Spanning Tree 
Map” button

•Shows active 
configuration of 
Spanning Tree on 
FrameNet for 
VLAN

•Will be integrated 
into main view 
soon



Business Model

• Dynamic VLANs with no dedicated bandwidth are free

• Dedicated bandwidth costs model:

• depends on:

• # of FrameNet segments

• amount of bandwidth

• term of VLAN (how long it will be needed)

• Long-term user-controlled VLANs have same cost as existing NLR static VLANs

• Short-term user-controlled VLANs cost more  



Pricing

• unit is Gbps/L2 
segment/hour

• per unit Short-term 
Bandwidth (0-1000 
hours) cost 4x the cost 
of Long-term 
Bandwidth (1 year +)

• Medium Term 
Bandwidth for VLANs 
prices falls between 
Short-Term and Long-
Term, depending on the 
exact term of the VLAN
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Features Coming in New Version

• New Version will be available by 3/24 (yes, next week)

• Scheduling

• Better Non-intrusive Behavior for VLAN changes

• Improved API & API examples

• VLAN ID Reservations



Scheduling

• set start & end date/time

• First come, first served

• What do we do at expiration?

• Leave VLAN in place, convert to non-dedicated, notify users

• Give reasonable warnings needed prior to expiration (1 month before, 1 week 
before, 1 day before, 1 hour before)



Improved non-intrusiveness!

• Right now:

• Changes mean: VLAN tear-down, then complete rebuild

• This is simple and safe

• Cases where this is less than ideal

• Going from 1G to 2G on a VLAN

• Add a redundant path to a VLAN

• New Version is as non-intrusive as a human engineer would be

• Some changes will still be intrusive, such as changing topology in a way that causes 
STP recalculation
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Other issues:   why “static” and “dynamic?”

• Right now, there’s the Static VLAN Service and Dynamic VLAN Service

• But what’s the difference, really?

• It’s all just VLANs of variable term, from 1 hour to 5 years

• Why not convert all VLANs to be configurable via Sherpa?

• Pricing is already equivalent


